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SUMMARY A characteristic-based constrained interpolation profile
(CIP) method for solving three-dimensional, time-dependent Maxwell’s
equations is successfully developed. It is utilized to solve one-dimensional
wave equations in the formulation of the Maxwell’s equations. Calculation
procedure of the CIP method for three-dimensional scattering analysis is
described in details. Update equations for boundary conditions of a per-
fectly conducting (PEC) interface and a dielectric interface are formulated
and obtained in explicit forms. Numerical analyses of electromagnetic scat-
terings of PEC sphere, dielectric sphere and PEC cube are performed and
the scattering coefficient is calculated and compared with the Mie’s ana-
lytic results. As a result, the scattering coefficients show good agreement
with the Mie’s results, which demonstrates the validity of the CIP method
and the formulated update equations. It is also shown that the phase of
the scattering coefficients determined by the CIP method are slightly more
accurate than that of the FDTD method.
key words: electromagnetic scattering analysis, scattering cross section,
CIP method, FDTD method, Mie

1. Introduction

The field of computational electromagnetics (CEM) has
been significantly broadened by the pioneer work of Yee,
when the time-dependent Maxwell’s equations are solved
numerically in isotropic medium [1]. Yee’s algorithm
has been called the finite-difference time-domain (FDTD)
method and it has a second-order accuracy in temporal
and spatial domains [2]. Since the FDTD method is rela-
tively simple to implement, efficient and robust, so it has
been widely applied to many types of electromagnetic prob-
lems, and also implemented in many kinds of commer-
cial softwares nowadays. When the FDTD method is used
to analyze a problem using a time step size restricted by
the Courant-Friedrichs-Lewy (CFL) stability condition, it
was shown analytically that there is no dissipative error
in the solution obtained by the FDTD method [2]. How-
ever, the FDTD method suffers from numerical dispersion
or anisotropy, i.e. numerical propagation velocity of elec-
tromagnetic wave depends on cell size, time step size, and
direction of propagation. This anisotropy causes an accu-
mulative phase error and restricts the analysis solution to
the Rayleigh or resonance region where electrical length is
in the order of a few wavelengths.

In previous studies, a numerical method, which was
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developed from a characteristic-based scheme for solving
Euler equations in the field of computational fluid dynam-
ics (CFD), has been applied for solving the time-domain
Maxwell’s equations [3]–[7]. The coefficient matrices in
the Maxwell’s equations are diagonalized in each spatial
direction to obtain one-dimensional Riemann formulation
for both Cartesian coordinate system and general curvilin-
ear system. Then, a windward difference formulation, i.e.
forward or backward difference method, has been used to
solve the one-dimensional Riemann problems derived from
the eigenvalue analysis and it was shown that the numer-
ical stability can be improved by using the characteristic-
based method [6], [8]. In addition, analysis accuracy can be
improved by using high-order interpolation or extrapolation
technique.

Recently, an application of the characteristic-based
constrained interpolation profile (CIP) method to the field
of CEM was proposed by Yabe et al. and since then it has
been continuously received an attention from researchers
[9], [10]. The CIP method is a kind of high-order inter-
polation method which can accurately solve the hyperbolic
equations with third-order accuracy in spatial domain and
provides a solution with a small phase error [11].

The CIP method has several advantages over the FDTD
method. First, the CIP method can suppress reflected waves
from the truncated region by simply forbidding the incom-
ing wave propagation from the far region, whereas the ab-
sorbing boundary condition is required in the FDTD method
and it actually relates to the complicated formulation of the
Maxwell’s equations. This attribute of the CIP method is in-
herited from the characteristic formulation, which can elim-
inate the reflected waves completely, if one of the trans-
formed coordinates is aligned with the direction of the elec-
tromagnetic waves. Second, the formulation for the CIP
method gives a directional biased discretization in spatial
domain, which exhibits the physics in directional propa-
gation in accordance with the sign of the eigenvalues, and
provides a more stable scheme than a central differencing
scheme [4]. Third, phase characteristic of the CIP method
shows a better performance than the FDTD method over a
broad range of frequencies as shown in [12]. Last, the CIP
method allows a waveform which changes abruptly with re-
spect to time, e.g. a rectangular pulse. In spite of many ad-
vantages of the CIP method, it also encounters two difficul-
ties. First, since the calculation using the CIP method is the
two-step scheme, i.e. the interpolation and the field updating
for the field variables and their differential field variables, in
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each time step, the computation time of the CIP method is
more expensive than the FDTD method, which directly up-
date each field variable with an explicit equation. Moreover,
the CIP method uses more memory than the FDTD method
because the derivative values of the each field component
must be also stored in the memory. Second, the CIP method
exhibits a dissipation error after a long-time propagation
which is one of the disadvantages of the characteristic-based
method.

In [12], it has been shown that the CIP method provides
higher accuracy than the FDTD method under the condition
of identical cell size of analysis by calculating the electro-
magnetic field radiated from uniform line current source.
However, a three-dimensional scattering analyses of per-
fectly electric conducting (PEC) and dielectric objects using
the CIP method have not been reported so far.

This paper proposes an approach utilizing the CIP
method to solve the three-dimensional EM scattering prob-
lem and shows algorithms that enable the PEC and the di-
electric objects to be modeled into the analysis region. The
scattering cross sections (SCS) of PEC sphere and dielec-
tric sphere demonstrate the validity and the possibility of
the CIP method as an alternative CEM tool.

The rest of the paper is organized as follows. Sec-
tion 2 reviews the formulation of the Maxwell’s equations
in Cartesian coordinate system and shows the calculation
procedure for the three-dimensional CIP method in details.
Section 3 shows the treatment of boundary conditions for
PEC and dielectric interfaces and also boundary conditions
at truncated region in the CIP method. Finally, analysis
models and numerical results of the SCSs of various ob-
jects are shown in Sect. 4, and followed by our conclusion
in Sect. 5.

2. Formulation of Maxwell’s Equations

The time-dependent Maxwell’s equations [15] for electro-
magnetic fields in isotropic medium are expressed as

∂(εE)
∂t
= ∇ ×H − J, (1)

∂(μH)
∂t

= −∇ × E, (2)

where E and H are the electric and magnetic field strength
vectors in volts per meter and amperes per meter, respec-
tively, and J is the current density in amperes per square
meter. ε and μ are the permittivity and the permeability of
the medium, respectively.

The Maxwell’s equations in free space can be ex-
pressed in the conservative form in Cartesian coordinate sys-
tem as

∂W
∂t
+
∂Fx

∂x
+
∂Fy
∂y
+
∂Fz

∂z
= 0, (3)

where Fx=AW, Fy=BW, and Fz=CW, W =
(
Ex Ey Ez Hx

Hy Hz
)T , where superscript T denotes transpose matrix. The

coefficient matrices A, B, and C are given by

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0
0 0 0 0 0 ε−1

0 0 0 0 −ε−1 0
0 0 0 0 0 0
0 0 −μ−1 0 0 0
0 μ−1 0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (4)

B =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 −ε−1

0 0 0 0 0 0
0 0 0 ε−1 0 0
0 0 μ−1 0 0 0
0 0 0 0 0 0
−μ−1 0 0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (5)

C =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 ε−1 0
0 0 0 −ε−1 0 0
0 0 0 0 0 0
0 −μ−1 0 0 0 0
μ−1 0 0 0 0 0
0 0 0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (6)

Eigenvalues of coefficient matrices A, B and C are found to
be zero and ±c, where c denotes the velocity of the elec-
tromagnetic wave in medium. The eigenvalues have multi-
plicities and hence the corresponding eigenvectors are not
unique. However, in Cartesian coordinate system, linearly
independent equations of the system still have been found
by the orthogonalization of the coefficient matrices. When
the similar matrices of diagonalization are known, the co-
efficient matrices can be diagonalized individually, and by
using a straight-forward matrix multiplication, the diagonal-
ized matrices are expressed as

Dx = S −1
x AS x, Dy = S −1

y BS y, Dz = S −1
z CS z, (7)

where diagonal elements of Dx, Dy and Dz are equal to the
eigenvalues of A, B and C, respectively, i.e.

Diag(Dm) = {c, c,−c,−c, 0, 0}, m = x, y, z. (8)

S m in (7) denotes a non-singular similar matrix composed
of eigenvectors as a column vector and S −1

m is its inverse
matrix. The similar matrices and its inverse matrices asso-
ciated with the coefficient matrices A, B and C are given
in [3] and they will be omitted here. Since each coefficient
matrix can only be diagonalized in x, y, and z axes indi-
vidually, the three-dimensional problem is split into three
one-dimensional systems:

∂W
∂t
+
∂(AW)
∂x

= 0, (Wn →W∗), (9)

∂W
∂t
+
∂(BW)
∂y

= 0, (W∗ →W∗∗), (10)

∂W
∂t
+
∂(CW)
∂z

= 0, (W∗∗ →Wn+1), (11)

where, Wn is the field at a time step index n and W∗ repre-
sents the field after propagating along the x direction. W∗∗
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Fig. 1 Field translation in each propagation axis.

represents the field after propagating along the x and y di-
rections. Wn+1 represents the field after propagating along
the x, y and z directions as shown in Fig. 1. Substituting (7)
into (9), we obtain

∂W
∂t
+
∂(S xDxS −1

x W)
∂x

= 0. (12)

The similar matrix of the diagonalization and the eigenval-
ues are brought out of the differential operator to form one-
dimensional hyperbolic equations which can be solved by
the CIP method. First, we multiply the inverse of the similar
matrix from the left side to give

∂(S −1
x W)
∂t

+ Dx
∂(S −1

x W)
∂x

= 0. (13)

and for y and z direction, we obtain

∂(S −1
y W)

∂t
+ Dy

∂(S −1
y W)

∂y
= 0, (14)

∂(S −1
z W)

∂t
+ Dz

∂(S −1
z W)

∂z
= 0. (15)

The equations in (13), (14), and (15) are simply the one-
dimensional wave equations and S −1

x W, S −1
y W and S −1

z W
are the Riemann invariants or the characteristic variables
which hold a constant value along a trajectory in both time
and space, with a slope defined by corresponding eigenval-
ues. Since every equation is completely uncoupled each
other, the system of equations can be solved individually
as one-dimensional problem, and the CIP method is applied
here to solve the equations of the system. The details of the
CIP method are described in [10] and will be omitted here.

It should be noted that the calculation procedure is dif-
ferent from previous studies which use the finite-difference
or the finite volumn method to solve the equations [4], [5].
The characteristic variables are advected forward or back-
ward depending on the associated sign of its eigenvalues in
the formulation. The equations for each characteristic vari-
able in each propagation direction can be written as follows.
For x direction,

L1
x+ :

(
∂

∂t
+ c
∂

∂x

) (
Hz +

Ey
η

)
= 0, (16)

L1
x− :

(
∂

∂t
− c
∂

∂x

) (
Hz − Ey

η

)
= 0, (17)

L2
x+ :

(
∂

∂t
+ c
∂

∂x

) (
Hy − Ez

η

)
= 0, (18)

L2
x− :

(
∂

∂t
− c
∂

∂x

) (
Hy +

Ez

η

)
= 0, (19)

for y direction,

L1
y+ :

(
∂

∂t
+ c
∂

∂y

) (
Hz − Ex

η

)
= 0, (20)

L1
y− :

(
∂

∂t
− c
∂

∂y

) (
Hz +

Ex

η

)
= 0, (21)

L2
y+ :

(
∂

∂t
+ c
∂

∂y

) (
Hx +

Ez

η

)
= 0, (22)

L2
y− :

(
∂

∂t
− c
∂

∂y

) (
Hx − Ez

η

)
= 0, (23)

and for z direction,

L1
z+ :

(
∂

∂t
+ c
∂

∂z

) (
Hy +

Ex

η

)
= 0, (24)

L1
z− :

(
∂

∂t
− c
∂

∂z

) (
Hy − Ex

η

)
= 0, (25)

L2
z+ :

(
∂

∂t
+ c
∂

∂z

) (
Hx − Ey

η

)
= 0, (26)

L2
z− :

(
∂

∂t
− c
∂

∂z

) (
Hx +

Ey
η

)
= 0, (27)

where, Ls
m± denotes the differential operators on m axis

(m=x, y, z). Superscript s (=1,2) denotes an index of inde-
pendent linear equations in each propagation direction and
we will use this notation to describe the calculation proce-
dure. The signs ± represent the forward or backward prop-
agations of electromagnetic field in the associated m direc-
tion. Assuming that the medium is homogeneous and the
propagation velocity c is constant at every points in analysis
region, a set of differential equations in each direction can
be found directly by differentiation with respect to x, y and
z axes. The system of differential equations have the simi-
lar form with the above equations, e.g., the differentiation of
(16) with respect to x axis gives,(

∂

∂t
+ c
∂

∂x

) (
∂xHz +

∂xEy
η

)
= 0. (28)

Next we consider Hz − Ey pairs of (16) and (17). An-
other pairs of the field components can be formulated in the
same way. Figure 2 illustrates the concept of characteristic
method for the field propagation. The field components Hz

and Ey at the time step index n propagate forward or back-
ward along the x axis, corresponding to the sign of velocity
c. The forward propagating field components, which are cal-
culated from the field values and its derivatives at grid points
xi and xi−1 by using the CIP method, are denoted by Hn

z+ and
En
y+, respectively. The backward propagating field compo-

nents calculated by using the CIP method are denoted by
Hn

z− and En
y−. After the field components propagating into

the left and right region as shown in Fig. 2 are found, the
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Fig. 2 Characteristic method for the calculation of the fields at the next
time step.

fields at the grid point xi are calculated by using the invari-
ant of characteristic variables as

H∗z +
E∗y
η
= Hn

z+ +
En
y+

η
, (29)

H∗z −
E∗y
η
= Hn

z− −
En
y−
η
. (30)

Solving (29) and (30) gives update equations for electric and
magnetic fields at the grid point xi in explicit forms as

E∗y =
1
2

{
En
y+ + En

y− + ηH
n
z+ − ηHn

z−
}
, (31)

H∗z =
1
2

{
En
y+

η
− En

y−
η
+ Hn

z+ + Hn
z−

}
, (32)

where En
y+ and Hn

z+ are the field components located at
xi + cΔt with the time step index, n, and propagating toward
the grid point, xi. Similarly, En

y− and Hn
z− are the field com-

ponents located at xi − cΔt and propagating toward the same
grid point, xi. Superscript ∗ is used to represent the fields
after propagating along the x axis as same as in Eq. (9). The
equations in (31) and (32) are the update equations for the
differential operator L1

x. The update equations for the differ-
ential operator L2

x, L
1
y, L

2
y, L

1
z , and L2

z can also be determined
in the same way and can be expressed as follows. For L2

x
operator,

E∗z =
1
2

{
En

z+ + En
z− − ηHn

y+ + ηH
n
y−

}
, (33)

H∗y =
1
2

{
−En

z+

η
+

En
z−
η
+ Hn

y+ + Hn
y−

}
, (34)

for L1
y operator,

E∗∗x =
1
2

{
E∗x+ + E∗x− − ηH∗z+ + ηH∗z−

}
, (35)

H∗∗z =
1
2

{
−E∗x+
η
+

E∗x−
η
+ H∗z+ + H∗z−

}
, (36)

for L2
y operator,

E∗∗z =
1
2

{
E∗z+ + E∗z− + ηH

∗
x+ − ηH∗x−

}
, (37)

H∗∗x =
1
2

{
E∗z+
η
− E∗z−
η
+ H∗x+ + H∗x−

}
, (38)

for L1
z operator,

En+1
x =

1
2

{
E∗∗x+ + E∗∗x− + ηH

∗∗
y+ − ηH∗∗y−

}
, (39)

Hn+1
y =

1
2

{
E∗∗x+
η
− E∗∗x−
η
+ H∗∗y+ + H∗∗y−

}
, (40)

and for L2
z operator,

En+1
y =

1
2

{
E∗∗y+ + E∗∗y− − ηH∗∗x+ + ηH∗∗x−

}
, (41)

Hn+1
x =

1
2

{
−E∗∗y+
η
+

E∗∗y−
η
+ H∗∗x+ + H∗∗x−

}
, (42)

where superscripts ∗∗ is used to describe the field compo-
nents after propagating along the x and y axes. The update
equations formulated above are equivalent to the determina-
tion of W by multiplying the similar matrix S m with S −1

m W.
It is interesting to note here that there is no field component
aligned in the x, y, and z axes propagating along the same
x, y, and z directions because they are corresponding to the
associated eigenvalue of zero. The update equations formu-
lated using the differential equations are determined in the
same way, e.g., from (28) we obtain,

∂xE∗y =
1
2

{
∂xEn

y+ + ∂xEn
y− + η∂xHn

z+ − η∂xHn
z−

}
, (43)

∂xH∗z =
1
2

{
∂xEn

y+

η
− ∂xEn

y−
η
+ ∂xHn

z+ + ∂xHn
z−

}
. (44)

In addition to the formulation of the wave equations differ-
entiated with respect to the x axis, the differentiations with
respect to the axis perpendicular to the propagation direc-
tion, e.g., ∂zEy, and ∂zHz, must be also computed. Here we
apply the first-order upwind scheme to those calculations as,
for c > 0,

∂zE
n
y+(k) = ∂zE

n
y(k)

−cΔt
Δy

(
∂zE

n
y(k) − ∂zE

n
y(k − 1)

)
, (45)

∂zH
n
z+(k) = ∂zH

n
z (k)

−cΔt
Δy

(
∂zH

n
z (k) − ∂zH

n
z (k − 1)

)
, (46)

and for c < 0,

∂zE
n
y+(k) = ∂zE

n
y(k)

+
cΔt
Δy

(
∂zE

n
y(k) − ∂zE

n
y(k + 1)

)
, (47)

∂zH
n
z+(k) = ∂zH

n
z (k)

+
cΔt
Δy

(
∂zH

n
z (k) − ∂zH

n
z (k + 1)

)
, (48)

where Δt is the time step size, Δz is the cell size, and k is
the grid index in z axis. Then, by using (45)–(48), ∂zEy and
∂zHz can be determined from equations with the same form
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as (43) and (44). ∂yEy and ∂yHz can be computed in the
same manner. This kind of the CIP method is called “type-
M CIP method” [13], which requires less memory compared
to another type of the CIP method.

A cyclic sequence of one-dimensional operators is ap-
plied to maintain the symmetry of the solutions. The fields
at the next time step n + 2 can be then expressed by using
the notation of the differential operators as,

Wn+1 = L2
z L1

z L2
yL

1
yL

2
xL1

xWn, (49)

Wn+2 = L1
xL2

xL1
yL

2
yL

1
z L2

z Wn+1. (50)

The same sequence is also applied to the system equations
of the differentiated field components.

3. Boundary Conditions in the CIP Method

In this section, boundary conditions for perfect conducting
(PEC) interface and those between two media, and a bound-
ary condition for suppression of reflected waves at truncated
region are described.

3.1 Treatment of the Fields Close to the PEC Interface

Figure 3 shows an interface between free space and PEC
object in one-dimensional domain. An incident plane wave
is coming from right region with the velocity c. The PEC
boundary is defined at a middle plane between two grid
points, xi and xi−1. The electric field at the PEC boundary
satisfies the condition:

n̂ × E = 0, (51)

where E is a total electric field and n̂ is a surface outward
normal vector. The fields close to the interface can be deter-
mined by creating an image of the electromagnetic field at
xi−1, i.e.

En
t (xi−1) = −En

t (xi), (52)

Hn
t (xi−1) = Hn

t (xi), (53)

where, subscript t denotes the tangential field component.
After the substitution of the field value at xi is done, the
CIP method is then applied to determine the field values

Fig. 3 Boundary condition for PEC object.

at the next time step index, n + 1, according to the update
Eqs. (31)–(42).

3.2 Treatment of the Fields Close to the Interface between
Two Different Media

Figure 4 shows the interface between two different media in
one-dimensional domain. Only the formulation of Hz − Ey
pairs is described here and another pairs of the field compo-
nents can be formulated in the same manner. The invariant
of characteristic variables in two media is given by

H∗z +
E∗y
η1
= Hn

y+ +
En
y+

η1
, (54)

H∗z −
E∗y
η2
= Hn

y− −
En
y−
η2
. (55)

By solving (54) and (55) for E∗y and H∗z , the update equa-
tions for electromagnetic fields at the dielectric interface are
obtained and given by

E∗y =
η1η2

η1 + η2

{
En
y+

η1
+

En
y−
η2
+ Hn

z+ − Hn
z−

}
, (56)

H∗z =
1

η1 + η2

{
En
y+ − En

y− + η1Hn
z+ + η2Hn

z−
}
, (57)

where η1, η2 are the intrinsic impedances in media #1 and
#2, respectively. It should be noted that the update equations
for the differential field values have the similar form as (56)
and (57).

3.3 Boundary Conditions at Truncated Region

Since the CIP method calculates the field translation in each
propagation direction individually, the reflection at the trun-
cated region can be suppressed using the information of the
propagation direction. Only incoming waves from the far
field are set to be the null value at the truncated region as

Wn
x+(0, j, k) =Wn

x−(NX − 1, j, k) = 0, (58)

Wn
y+(i, 0, k) =Wn

y−(i,NY − 1, k) = 0, (59)

Wn
z+(i, j, 0) =Wn

z−(i, j,NZ − 1) = 0, (60)

where Wn
m+(i, j, k) and Wn

m−(i, j, k) are the field component

Fig. 4 Boundary condition between two different dielectric medium.
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vectors at the grid location index, (i, j, k), and the time step
index, n, which are propagating forward and backward, re-
spectively, along the m (m = x,y,z) axis from the far re-
gion into the analysis region. NX, NY, and NZ are to-
tal numbers of the discretization of the analysis region in
the x, y, and z axes, respectively. This boundary condition
is well-posed only when the propagation direction of elec-
tromagnetic wave is aligned with Cartesian coordinate sys-
tem. When the propagation direction is not aligned with
Cartesian coordinate system, the exact no-reflection bound-
ary condition is degraded to an approximation and it be-
haves like the first-order Mur’s absorbing boundary condi-
tion (ABC). This is because only the electromagnetic waves
propagating along the direction normal to the truncated
boundary surface are transmitted without reflections as same
as the first-order Mur’s ABC [14].

4. Numerical Results

In order to confirm the validity of the proposed algorithms,
the bistatic scattering cross sections (BSCS) of PEC sphere,
dielectric sphere, and PEC cube are calculated using the
CIP method and compared with the results calculated by the
Mie’s series and the FDTD method.

Figure 5 shows analysis models of PEC sphere
and dielectric sphere for the CIP method. The radius
of the spheres is a = 5 cm, the size of analysis re-
gion is 30 cm × 30 cm × 30 cm, and the cell sizes are
1 mm × 1 mm × 1 mm in x, y, and z directions, respectively.
The incident plane wave is assumed to be a rectangular pulse
wave with a pulse width of 5Δ, where Δ denotes the cell
size in each axis. The information of the propagation is in-
corporated to suppress the reflected field at the outermost
boundary as describe in Sect. 3.3. The reason for using
the rectangular pulse as an incident plane wave in the CIP
method is that because the interpolation using third-order
polynomials is applied in the CIP method, so that the CIP
method can represent the rectangular waveform more accu-
rately than the Gaussian waveform which is actually used in

Fig. 5 Analysis model for CIP method.

the FDTD method. The CIP method can treat the waveform
which changes abruptly with respect to time. This is also
one of the advantages of the CIP method.

Figure 6 shows the analysis model used for the FDTD
analysis. The radius of the spheres, the size of analysis
region and the cell sizes are the same to those in the CIP
model. Total-field/scattered-field (TF/SF) boundary [2] is
applied to illuminate the plane wave into the analysis re-
gion. A perfectly matched layer (PML) is also used to sup-
press the reflection of electromagnetic waves at the outer-
most boundary. Gaussian waveform with a pulse width of
τ0 = 133 nsec. and an attenuation constant of α = 16/τ2

0 is
employed as an incident plane wave.

The Courant-Friedrich-Levy (CFL) number is defined
as CFL = cΔt/Δ for the CIP method, where Δt is the time
step size. Since the maximum time step size is restricted
by the Courant stability condition [2], so that the maximum
CFL number for the FDTD model is about 1/

√
3= 0.577

but it is unity for the CIP model, which means that the CIP
method requires less time steps compared with the FDTD
method. Parameters for the numerical analyses are summa-
rized in Table 1.

In order to calculate the BSCS evaluated by the far-
zone field, the equivalent electric surface currents, Js, and
magnetic surface currents, Ms, located on a cubic surface
encompassing the sphere are used as shown in Figs. 5 and
6. Since the outermost boundary of the CIP model behaves
like the first-order Mur’s ABC in the FDTD method, the re-

Fig. 6 Analysis model for FDTD method.

Table 1 Parameters for analysis.

CIP method FDTD method
Analysis region 300×300×300 cells 300×300×300 cells

Cell size Δx,Δy,Δz 1 mm 1 mm
Analysis frequency 5 GHz, 10 GHz 5 GHz, 10 GHz

CFL number 1 0.5762
Incident pulse rectangular pulse gaussian pulse

ABC None 8-layer PML
Number of time steps 500 (PEC case) 1500 (PEC case)
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Fig. 7 BSCS of PEC sphere with radius of 5 cm at 5 GHz.

Fig. 8 Phase of μs of PEC sphere with radius of 5 cm at 5 GHz.

flected wave will appear and degrade accuracy of the analy-
sis when the incident angle of electromagnetic fields is not
normal to the boundary. To avoid this problem, the equiv-
alent current surfaces are placed far enough from the outer-
most boundary, i.e. 80 cells from the outermost boundary in
our simulation. Finally, the bistatic scattering coefficient is
calculated by the following equation.

μs = lim
r→∞ 2

√
πr

Es

Einc
, (61)

where, Einc represents the incident electric field and Es rep-
resent the scattered electric field.

Figures 7 and 8 show the BSCS σ = |μs|2 and the phase
of the scattering coefficient of the PEC sphere at 5 GHz by
using the CIP and the FDTD methods. The analysis results
at 10 GHz are also shown in Figs. 9 and 10. The results at
both 5 and 10 GHz are obtained simultaneously via discrete
Fourier transform of the electric and magnetic fields on the
closed surface. The scattering coefficient at another frequen-
cies can also be calculated easily by one single-pulse exci-
tation, which is one of the advantages of the time-domain

Fig. 9 BSCS of PEC sphere with radius of 5 cm at 10 GHz.

Fig. 10 Phase of μs of PEC sphere with radius of 5 cm at 10 GHz.

method. The exact solutions for the BSCS and the phase
of the scattering coefficient obtained by the Mie’s series are
also plotted by the solid line in these figures. The FDTD
results are plotted by the dashed line. The results obtained
by both the CIP and the FDTD methods show good agree-
ments with the Mie’s results for PEC sphere case. However,
the reflected waves from the outermost boundary are still ob-
served and affect the bistatic scattering coefficient amplitude
as θ = 30◦ − 60◦ in the CIP model.

As a second example of the scattering analysis using
the CIP method, the scattering coefficient of the dielectric
sphere with the radius of a = 5 cm is calculated. Figures 11
and 12 show the BSCS and the phase of the scattering coef-
ficient of the dielectric sphere at 5 GHz and Figs. 13 and 14
show those at 10 GHz. The results calculated by the FDTD
method and the exact solution by the Mie’s series are also
plotted in the figures. It is seen that the results computed by
the CIP method for the dielectric sphere are more accurate
than those for the PEC sphere because the reflected waves
from the outermost boundary of the CIP model are less than
that in the case of the PEC sphere. It should be also no-
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Fig. 11 BSCS of dielectric sphere with radius of 5 cm at 5 GHz.

Fig. 12 Phase of μs of dielectric sphere with radius of 5 cm at 5 GHz.

Fig. 13 BSCS of dielectric sphere with radius of 5 cm at 10 GHz.

ticed that the phase of scattering coefficient obtained by the
CIP method is slightly more accurate than that of the FDTD
method for θ close to 0◦, 180◦. This is due to the fact that

Fig. 14 Phase of μs of dielectric sphere with radius of 5 cm at 10 GHz.

Fig. 15 BSCS of a cube with side length of 5 cm at 10 GHz.

the FDTD method suffers from the phase error caused by the
anisotropy especially at θ = 0◦ and 180◦, where the electro-
magnetic wave penetrates into dielectric material. Although
the decrease in the accuracy of the FDTD analysis is not
so important in the present model, it could be more serious
when the analysis domain is very large and the information
of propagation phase is very important. This observation
shows that the CIP method could be an alternative method
for a large analysis model.

As a third example, the CIP method was applied to
the numerical analysis of the electromagnetic scattering of a
PEC cube with one-side length of 5 cm. The model for the
analysis is the same to Figs. 5 and 6 except that the sphere is
replaced with the cube. Since the exact solution is not avail-
able for the PEC cube case, the method of moment (MoM)
and the FDTD method was employed and their results are
compared with the CIP results. The MoM analysis was
performed by a commercial electromagnetic analysis sim-
ulation software called FEKO. The BSCS and the phase of
scattering coefficient for the PEC cube are shown in Figs. 15
and 16. It can be seen that the CIP results agree well with
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Fig. 16 Phase of μs of cube with side length of 5 cm at 10 GHz.

Fig. 17 Instability in the CIP method.

those obtained by the FDTD method and the MoM, which
again confirms the validity of CIP method.

Although the CIP method can be used to calculate
the SCS of the dielectric sphere with a small permittivity
as demonstrated above, the CIP method becomes unstable
when dielectric constant becomes higher. As an example,
Fig. 17 shows the electric field strength Ez with respect to
the time for the CIP and FDTD method for the case of the
dielectric sphere with εr = 4.

The reason for the instability is that the update equa-
tions expressed in (56) and (57) for the interface between
two dielectrics is an approximation for the case that spatial
changes of the permittivity are small. For example, the dif-
ferentiation of (16) and (17) gives following equations: for
L1

x+ operator,

(
∂

∂t
+ c
∂

∂x

) (
∂xHz +

∂xEy
η1

)
= −∂c
∂x

(
Hz +

∂Ey
η1

)
, (62)

and for L1
x− operator,

Table 2 Number of time steps before divergence.

Number of time steps before divergence
εr = 2 εr = 4 εr = 6 εr = 10

Δx=Δy=Δz=1 mm > 1300 1160 950 640

Table 3 CPU time and memory usage for the CIP and FDTD methods.

CPU time [sec.] Memory usage [Mbytes]
Number of cells CIP FDTD CIP FDTD
200×200×200 2178 507 1760 940.5

(per step) 2.185 0.29
300×300×300 3310 1216 5940 2732

(per step) 3.303 0.695

(
∂

∂t
− c
∂

∂x

) (
∂xHz − ∂xEy

η2

)
=
∂c
∂x

(
Hz − ∂Ey

η2

)
. (63)

In our formulations, the spatial derivative of the propaga-
tion velocity or ∂c

∂x is considered to be small enough to be
neglected so that the right-hand term is equal to zero. How-
ever, for a high-permittivity dielectric case, this term can not
be neglected and it causes the instability in our simulation.

Next, the effect of the permittivity value and the cell
size to the stability of the CIP method is demonstrated.
Number of the time steps which the solutions are stable for
each value of the permittivity is determined from the time-
domain plot and the results are summarized in Table 2. From
the Table 2, it is seen that when the permittivity of the sphere
become higher, the CIP method becomes more unstable. Al-
though the instability can be relieved by using a larger cell
size, the changing in the cell size also affect accuracy of dis-
cretization of the model so that it is impractical in some case.
Improvement of the stability of the CIP method at the inter-
face between dielectrics is also a part of our future works.

Finally, calculation time and memory usage for the CIP
and FDTD methods are shown in Table 3. All programs
are run on the SX-9 supercomputer in Tohoku University,
Japan. From the Table, it is seen that CPU time for the CIP
method is longer than that for the FDTD method since the
calculation using the CIP method is the two-step scheme as
described above. Although the CIP method requires fewer
time step, the computations at each step are more expen-
sive than the FDTD method. Moreover the memory usage
for the CIP method is about 2 times of the FDTD method
because the CIP method needs to store both the field val-
ues and the differential field values. The memory usage for
the CIP method can be approximately determined from the
following equation;

Memory usage = 24 × NX × NY × NZ × 8

+3 × NX × NY × NZ × 8

+4 × NX × NY × NZ

The first term is for the variables of the field components
and their differential field components. The second term is
for the constants at each grid points (intrinsic impedance,
propagation velocity, permittivity of medium). The last term
is for material index at each grid points.
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5. Conclusion

The characteristic-based CIP method for solving three-
dimensional Maxwell’s equations has been developed. The
boundary conditions for PEC and dielectric interfaces have
been formulated and implemented successfully. The CIP
method is then applied to the analysis of the scattering from
the PEC sphere and the dielectric sphere and compared with
the exact solutions and the FDTD results. It is also applied
to the scattering from the PEC cube and compared with the
FDTD and the MoM results. The agreement of the present
results is fairly good with the exact analytic results, which
demonstrates the validity of the CIP method. Although a
stability problem is still remained, it has been shown that
CIP method can be an alternative numerical technique for
solving electromagnetic problems and could broaden the
field of the CEM.

Extension of Cartesian grid-based system to the body-
fitted coordinate system with the utilization of Jacobian co-
ordinate transformation is remaining work to increase the
accuracy.
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